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ABSTRACT 

Current estimators of equivalent number of looks (ENL) 
have already been able to adapt the full-polarimetric 
SAR data and work in an unsupervised way. However, 
for some complex SAR scenes, the existing 
unsupervised estimation procedure would underestimate 
the ENL value, as the influence of inhomogeneous 
factor surpasses the allowance. Before determining 
further solution, this paper first investigates deviations 
in the estimated ENL that are observed when processing 
polarimetric synthetic aperture radar images of ocean 
surfaces. Even for surface that appears to be 
homogeneous, the estimated ENL is significantly 
different in cross-polarimetric (cross-pol) and 
co-polarimetric (co-pol) channels. We have formulated 
two hypotheses for the cause of this. Both hypotheses 
reflect that the mixtures are different in each channel, 
which leads us to question the validity of using the 
polarimetric information as a whole to eliminate 
mixture influence, in terms of accuracy and rationality. 
In the paper, we proposes a new unsupervised 
estimation procedure to avoid the mixture influence and 
with robust capability to obtain accurate ENL 
estimation even for some complex SAR scene. 
 
1. Introduction 

The Equivalent number of looks (ENL) is a parameter 
of multilook synthetic aperture radar (SAR), which 
describes the degree of averaging applied to the SAR 
measurements. It is an important parameter for 
statistical modeling of multilook SAR data and has 
influence on the accuracy of important classification 
and change detection algorithms for polarimetric SAR 
(PolSAR) data.  
The conventional ENL estimators have been defined for 
the case of single-polarization SAR. For PolSAR data, 
the ENL has traditionally been estimated separately for 
each channel and then averaged. In [1] and [2], the 
theory of ENL estimation has been extended to the 
polarimetric case, where estimates are derived explicitly 
from matrix-variate statistics. 
Besides the development of the estimator technology, 
the strategies for using estimators more automatically 
have been also widely studied. The ENL is commonly 
estimated by manually selecting homogeneous regions 
in an image. However, a processing chain of PolSAR 
data will clearly benefit from having a robust and 

automatic estimation method. Some attempts have 
already been made to design a fully automation 
estimation algorithm that avoids manual selection of a 
region of interest. Anfinsen et.al [1] propose an 
unsupervised estimation procedure to obtain ENL for an 
arbitrary SAR scene. It requires no parameter selection 
or manual intervention. However, just as the authors in 
literature [1] admit, this unsupervised estimation 
procedure still has a problem to underestimate the ENL 
for some complex land cover regions.  
With this unsupervised estimation procedure based on 
single-polarization, we can investigate in the ENL 
estimates in each channel. It’s noticeable that even for 
surface that appear to be homogeneous, the estimated 
ENL is significantly different in cross-polarimetric 
(cross-pol) and co-polarimetric (co-pol) channels. Based 
this phenomena, we want to design a new unsupervised 
ENL estimator, which still makes full use of the 
full-polarimetric information while considering the 
difference in each polarimetric channel. 
This paper is structured as follows. Section 2 presents 
the existing ENL estimators and reviews the 
unsupervised estimation procedure. In Section 3 we will 
present the phenomena of variation in ENL for 
polarimetric channel and investigate the causing of this 
difference. Then we will propose a new unsupervised 
estimator based on the observed phenomena in Section 
4. The contents of Section 5 are related to the 
experiment for performance evaluation. The conclusion 
will be set out in Section 6. 
 
2. Known Estimators 

A. Coefficient of Variation Estimators 
The traditional approach to ENL estimation for 
single-polarization SAR data has been to manually 
selection a homogeneous image region, where the 
assumptions of fully developed speckle and no texture 
assure that the scattering coefficient is circular complex 
Gaussian. Based on the moment of single-polarization 
multilook intensity I , the ENL can be finally be derived 
as: 
 

 
 

B. Log-Determinant Moment-Based Estimator[1] 

Lcov =
E{ I } 2

Var{ I }
        (1)



 

This estimator is defined by the following equation, 
which is derived from the Wishart statistic property of 
determinant of the Covariance matrix and the logarithm 
thereof.  

 
This equation (2) must be solved numerically by 

pursuing the maximum likelihood estimate of L
^

ML . It 
is thus asymptotically unbiased, efficient and Gaussian. 
So in following statement, this estimator is abbreviated 
as ML. The ML estimator processes the full multilook 
polarimetric covariance matrix, thus utilizing all the 
available statistical information of PolSAR data. In[1]�È  
ML estimator has shown a superior capability to obtain 
a ENL estimation, comparing with single-polarization 
estimator. It also readily reduces to estimators for 
single-polarization SAR data as a 1-D special case. 
 
C. Development of Trace Moments Estimator 
The estimator is based on trace moments and thought to 
be texture-invariant. The following equation is its 
calculation.  

 
 
D. Unsupervised Estimation 
For an arbitrary SAR scene, there is no guarantee that 
we can find an image subset with fully developed 
speckle and no texture. If such a region exists, it may 
not contain enough samples to ensure that empirical 
moments can be calculated with sufficient accuracy. 
This motivates a different approach, where moments are 
calculated and the estimator is evaluated in small 
windows over the whole image. The ENL is then 
inferred from the distribution of small sample estimates. 
The method is based on an assumption that a large 
proportion of the estimation windows will not contain 
any inhomogeneity. Then the overall distribution of 
estimates should be dominated by estimates computed 
from truly Wishart distributed samples and mode value 
can be used as an estimate of the ENL. 
Actually this unsupervised estimation is just a procedure 
framework. The estimator used to obtain the ENL value 
in each window is depended on the input data and 
performance requirement. Any of above estimator can 
be applied in this framework for either single 
polarization or multi-channel cases.  
However, this method has a number of inherent 
problems that need to be considered. Some of the 

windows will contain a mixture of pixels from different 
classes, and some will contain texture. Both of these 
conditions lead to underestimation of the ENL. The 
current method can actually avoid some influence of 
such factor in some minor inhomogeneous case, which 
would not affect the mode position in the ENL 
distribution. But the underestimated samples will 
increase with the level of the mixture or texture and 
even become predominant in the distribution. Therefore, 
for some complex SAR scene, majority windows would 
be influenced by such inhomogeneity factor, and then 
the distribution mode can no longer represent the 
precise ENL estimation. Therefore, it is necessary to 
add some extra steps in the unsupervised procedure to 
reduce the influence of mixture. 
In the following sections, investigating the observation 
in ENL estimation of PolSAR data, we will propose a 
strategy to locate the windows that contain the 
inhomogeneous factor. Such strategy is requisite for an 
improved unsupervised ENL estimator to avoid 
underestimation caused by inhomogeneity. 
 
3. Variation in ENL of Each Channel  

In the original unsupervised estimation framework, we 
use the 1-D estimator to achieve the ENL distribution 
for each polarimetric channels. In many scenes, there 
are significant differences in ENL distribution of each 
channel. At first, the differences are considered as 
results from the hardware differences in each channel. 
However, we notice that the ENL distributions in both 
cross-polarimetric channels, which have different 
transmitter and receiver port, appear the same in many 
cases. Then it can be assumed that such variations in 
ENL are rooted in the statistics of SAR scenes.  
Taking the ocean scene for an example, we have 
formulated two hypotheses for the cause of this 
phenomenon. The first hypothesis is that the co-pol 
channel is more sensitive to fine-scale oceanographic 
features, and the image sample is therefore more 
heterogeneous results in this case. The other hypothesis 
is that the cross-pol measurements of ocean are close to 
the noise floor, which also affects the ENL estimate. 
The investigated case shows that polarimetric images of 
the same observed scene would have varying degree of 
inhomogeneous factors, such as texture and mixture. As 
the reference [3] suggests, the texture factor is scalar 
parameter in PolSAR data model. Then we focus on the 
mixture factor here.  
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Actually, the two hypotheses mentioned above reflect 
two type of mixture. The varying sensitivity to 
oceanographic feature in the first hypothesis appears as 
different scales of ocean situation mixture. Such mixture 
difference is observable in the images, as shown in the 
Fig. 1. Two classes of oceanographic feature can be 
visually distinguished in the co-polar images here, but 
the cross-pol image appears uniform. The second 
hypothesis represents the mixture of the reflected signal 
and noise floor. This kind of mixture may not be visible 
but it happens in every estimation windows and lead an 
overall distributional difference.  
Based on this phenomenon, we propose a strategy to 
discard the windows containing the mixture before their 
estimation result are considered in the ENL distribution. 
 
4. Methodology 

From the observed phenomenon, we noticed that 
mixture is different in each channels. It is 
straightforward to conclude that detection of mixture 
should be processed on individual channel first, instead 

of directly using the polarimetric matrix as whole. Since 
the appearance of mixture would increase the variance, 
which in turn determines a lower ENL estimation, the 
ENL value can act as indicator of mixture. Then we can 
take windows with relatively low ENL estimation as the 
one containing the mixture. 
Therefore, we first use the 1-D estimator to obtain the 
ENL distribution for each channel. Then a threshold is 
set to locate the windows having low ENL value. A 
complete mixture mask is obtained by combining the 
windows selected on each individual channel. Next, we 
use the mask to filter on certain ENL map. Here, the 
ENL map is suggested to be produced by matrix-variate 
ENL estimator, like the multi-dimension ML or DTM, 
as the references [1] and [2] have already shown the 
performance advantages of such approaches comparing 
with the 1-D counterpart. The mode value of the 
distribution for estimation in remained windows is taken 
as final ENL estimation output. 
The diagram in Fig. 2 shows the basic flow of this 
proposed unsupervised estimation procedure.  
 

Figure 1 PolSAR image of an oceanic region and the ENL distributions in each channel 
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Figure 2 The flow diagram of proposed unsupervised ENL estimation procedure 



 

5. Experiment Results 

In experiment part, we use generated and real data to 
evaluate the performance of this modified method. 
 
5.1.   Generated Data 

We use the generated data to verify that the mixture 
window can be located more accurate based on each 
polarimetric channel separately than the polarimetric 
matrix as a whole.  
The simulated region consists of 400X400 random 
generated samples from two classes. The region is 
divided into 16X16 blocks. Each classes is occupied 
half of the blocks and Fig. 3 shows the label map of the 
two classes. All the covariance matrix samples of each 
class is drawn from the corresponding complex, circular, 
and zero-mean Wishart distribution.  
We first process the one-dimensional ML estimation on 

each channel and record the positions of the pixels 
whose values on the ENL map are below the set 
threshold. Then the final mask is taken as the 
combination of all the recorded pixels in each channel. 
Fig. 4a shows the final mask, represented by blue mark, 
on background of the ENL map produced by 
multi-channel ML estimator. For comparison, the same 
numbers of pixels with lowest value on that ENL map 
are chosen as the mask based on the polarimetric matrix. 
It is shown in the Fig. 4b. Comparing the Fig. 4a and 
Fig. 4b, the boundary of the two classes in Fig. 4a is 
much easier to visually recognized. It means the 
proposed strategy can located the mixture windows 
better. Besides, we also use the quantitative index to 
show the different performance of the above two 
strategies. We define the percentage of discarded pixels, 
which are actually located at the boundary part as an 
indicator. The proposed strategy is nearly 20% higher 
than that of the other method.  
 
 
5.2.  Real Data 

We turn to the real SAR data to test the performance 
improvement in the estimating ENL by using the 
proposed method. The experiment is based on a fine 

quad-pol scene acquired by Radarsat-2 on 12 April 2011. 
It covers a sea ice region, containing first-year drifting 
sea ice at various stages of development and open and 
refrozen leads. The number of looks is set to 25, after 
multi-look processing on the data sets. 
We implement the selection strategy on each channel.!
After combining the mask, only a small part of the 
region is remained, as shown in Fig. 5a (Next page). 

The Fig. 5b is the Pauli decomposition map. It is 
noticeable that most remained region has a relative 
uniform color in that map. The Fig. 5c is the label map 
of classification result conducted by Moen [4]. In her 
work, the fifth class represents the mixture of ice in 
different stages of development. The mask succeed to 
discard most of this class. We plot the ENL distributions 
obtained by ML estimators in both the existing 
unsupervised framework and the proposed framework 
on Fig. 6. We notice that in our unsupervised estimation 
procedure, the ENL estimate would be closer to the 
preset number of looks. The underestimation mode has 
been suppressed and a formerly illegible local 
maximum has become a sharp mode.  
 
6. Conclusion and Future Work 

We investigated the variation of ENL estimation in 
different polarimetric channel and found that the 
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Figure 3 The label map of two-class generated data 
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Figure 4 The mask of discarded windows on the background of ENL 
estimation map. (a) Based on the individual polarimetric channel (b) 
Based on the whole polarimetric matrix 

Figure 6 The ENL distributions obtained by the original 
ML estimators (green) and the proposed estimators (red) 
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variation is rooted in the mixture difference in each 
channel. Such phenomenon provides a better way to 
locate the windows containing the mixture, which 
actually works beyond the limitation of current 
unsupervised ENL estimation.  
Then a new unsupervised ENL estimation procedure is 
proposed, which adapts for PolSAR data and contains a 
strategy to avoid the mixture influence based on 
individual polarimetric channel. It is verified that the 
strategy based on each individual channel can get more 
completed mixture position with the generated data. 
From the real data experiment, we can conclude that the 
proposed method can estimate the ENL value more 
precisely and improve the applicablity of the 
unsupervised estimators for complex SAR scene. 
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Figure 5 (a) the remained part of experimental region after masking, the blue parts represent the regions filtered out, (b) the Pauli 
decomposition map (c) classification map 
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